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Abstract— Wireless sensor networks technology is a rapidly 
growing domain, getting more and more credit in the area 
of civilian and military applications. In the same time with 
technological advancement, new and dangerous information 
security threats have emerged. In this paper we considered 
that a node self-destruction procedure must be performed as 
a final stage in the sensor node lifecycle in order to assure 
the confidentiality regarding information like: network 
topology, type of measurement data gathered by sensors, 
encryption/authentication algorithms and key-exchange 
mechanisms, etc. that can be unveiled otherwise through 
reverse engineering methods. Our methodology relies on an 
efficient power monitoring scheme, based on combined in-
network and predictive data, which discover the low battery 
nodes and initiate a self-destruction procedure for that 
nodes. 

I. INTRODUCTION 
A wireless sensor network (WSN) is a collection of tiny 

devices (motes) having three main capabilities – sensing, 
processing and data routing. Each mote is equipped with: 
microcontroller for data processing, storage units, radio 
transceiver, power supplies and one or more dedicated 
sensors. Due to nodes physical dimensions and their 
wireless communication extension, wireless sensor 
networks could be used almost in any environment for a 
wide range of applications [1]. Beside WSN advantages, 
few important constraints still remain: limited energy and 
bandwidth, low computational capabilities and of course 
data security challenges. 

      In many cases, WSN deals with sensitive 
information that can represent an attractive target for 
potential attacks [2], [3]. Being deployed in harsh 
environments the lack of physical protection is a real 
issue. In these circumstances, network nodes might be 
captured by an attacker and used them, after reverse 
engineering techniques were applied, for malicious 
purposes – capturing measurement information, getting 
and reading network authentication keys and protocols, 
injecting bad information into the network, etc. Some of 
these threats can occur even if the WSN ended its 
operational phase of its lifecycle and the nodes are 
abandoned in the field. In this case, the attacker has access 
to a large quantity of nodes and through reverse 
engineering techniques he can obtain information 
regarding the reason of the WSN deployment in that area, 
the network topology, the type of measurement data 
gathered by sensors, the encryption/authentication 
algorithms and key-exchange mechanisms, etc. To avoid 
this type of attacks, a new strategy has to be developed. 

This paper solves this problem by destructing the low 
energy nodes using an energy-driven methodology. 

Our strategy discovers the low battery nodes using an 
efficient energy power monitoring method. This method is 
developed for the base station level where enough 
computational power is available and will observe and 
predict network‘s energy evolution. If a low battery node 
is discovered the base station will take the decision to 
destruct it by activating a self-destruction code already 
placed in node’s memory at a specified location. 

II. NETWORK ASSUMPTIONS 
Our methodology relies on a cluster-tree wireless 

sensor network topology [4]. Network has a high density 
of nodes (referred as motes) grouped in trees and forming 
a multi-hop communication environment. (Fig.1): 

 

 
Figure 1.  Clustered-based wireless sensor network 

 All network nodes belong to the MicaZ family of 
motes and implement the IEEE/ZigBee 802.15.4 standard 
[5], conducting to lower energy consumption for the entire 
network. Separately, the cluster head nodes have increased 
energy consumption, as they build the “backbone” of the 
network. The base station is considered to be a laptop 
class device. 

III. PROPOSED METHODOLOGY 
Our methodology is developed around the following 

scenario - we assume that in-network spread data 
represents a target for intrusion attacks. In order to 
countermeasure a hypothetic attack, we have to assure that 
every node with less energy than needed will be destroyed 
– we refer to an informational destruction  and not 
necessarily to a physical one; otherwise, that node will be 
left outside of the operating network and could be easily 
captured and used for malicious purposes [6][7]. For 
preventing this event to happen, we suggest a strategy that 
comprises three main components, presented in Fig.2.  
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Figure 2.  Components and architecture 

These components are:  
a) an energy monitoring system based on in-

network information and prediction of the 
battery energy;  

b) a decisional module that will identify the nodes 
with low power batteries;  

c) a self-destructing distributed system that 
involves all wireless networks components 
(network coordinator, cluster-heads and ending 
notes). 

Because our methodology is designed to be performed 
on the base station level, where enough computational 
power is available, we chose to make an implementation 
based on threads. Our methodology for a single network 
node is described by the following pseudocode (Fig. 3): 

 
01.   START thread for node A 
       {  
02.      SET ε , τ , node_profile, destroy_indicator = 0; 
03.      REPEAT at every τ seconds     
            {   
04.          READ  AV (t) ;  
                 /*reads the sensor’s battery voltage  
05.          COMPUTE ˆ ( 1)AV t + ; 
                 /* computes  the predicted node  battery  
                 /* voltage using AR-prediction 
06.           IF (( AV (t)  < ε  ) or ( ˆ ( 1)AV t + < ε ) 
                 {    
07.                 SEND self-destructing activation message; 
08.                 destroy_indicator=1;   
                 }   
              } 
09.         UNTIL(destroy_indicator=1)   
          } 

Figure 3.  Methodology pseudocode 

The methodology starts with an initialization phase 
(line 02 from Fig. 3) that will set up some useful constant 
values: the node_profile which indicates if the node is a 
cluster-head node, an intermediary routing node, or a 
sensing node; a threshold ε  representing the fraction of 
the highest battery voltage ,maxAV below which the sensor 
node is considered to be useless and must be destroyed, a 
timestep τ  used to measure the time between two 
readings of node remaining energy. A boolean value 
(destroy_indicator) indicating if the node has already been 
destroyed will also be initialized.  

In order to select an appropriate ε  value, we relied on 
some standard energy values for receiving, transmitting, 
sleeping node activities. We concluded that we have to 
choose an ,max ,max0.7 ,0.8A AV Vε ⎡ ⎤∈ ⋅ ⋅⎣ ⎦ .   

 The timestep τ has to be chosen based on the 
compromise between energy consumption in nodes 
operating procedures and accuracy of the entire process.  
A timestep τ between 15 and 30 minutes could be a 
suitable choice.   

The second phase (line 04-05 from Fig. 3) is 
represented by an energy monitoring system, the third 
phase (line 06 from Fig. 3) by a decisional module that 
identifies the nodes with low power batteries, and finally 
the fourth phase (line 07-08 from Fig. 3) by a self-
destruction mechanism. These phases are presented in the 
following paragraphs. 

A. Energy monitoring system 
A specific monitoring system is implemented for every 

network node to identify if the node’s battery reached or 
will reach in the near future the specified thresholdε . 

At every sampling timeτ , the monitoring system will 
read the node battery voltage value AV (t)  by direct 
requesting information from the network [8] or from a 
local database [9].  

This reading is done using a third-party database in 
which the specified sensor node writes the battery voltage 
with the help of an AD converter (Fig. 4). 
 
SELECT battery_voltage FROM network_output  
            WHERE nodeid = A; 

Figure 4.  Battery voltage reading query 

Because in the time interval between two readings the 
battery can reach the thresholdε , we implemented an 
autoregressive predictor. 

An autoregressive or AR model describes the evolution 
of a variable only using its past values. This category of 
systems evolves due to its "memory", generating internal 
dynamics. Such a model particularized for our node 
battery voltage variable )(tVA , is defined as follows: 

)1()()()()1()()( 1 tntVtatVtatV AnAA ξ+−⋅+⋅⋅⋅+−⋅=  

where AV (t)  is the measurement series under investigation 
– in our case the node battery voltage, ai are the 
autoregression coefficients, n is the order of the auto 
regression and ξ is assumed to be a Gaussian white noise. 
Establishing the correct model order n is not a simple task 
and is influenced by the type of data measurements and by 
computing limitations of the base station. Reasonable 
values are between 3 and 6. 

After this initialization of the AR-predictor (we will 
need to collect a couple of AV (t)  readings first), at every 
instant t we will compute the estimated value 
ˆ ( )AV t relying only on past values AV (t -1) … AV (0)  and we 

will use both parameter estimation and prediction as 
follows: 
• we will estimate the parameters ai(t) using a recursive 

parameter estimation method. From a large number of 
methods for estimating AR coefficients we decided to 
use a numerically robust RLS (recursive least square) 
variant based on orthogonal triangularization, known in 
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literature as QRD-RLS [9][10]. One of the reasons is 
that it can be implemented efficiently on the base 
stations level.  

• we will obtain the prediction value )t(x̂  using the 
following equation:  

)2()1()1()()()()1(ˆ
1 +++−⋅+⋅⋅⋅+⋅=+ tntVtatVtatV AnAA ξ  

The corresponding pseudocode for implementing the 
estimation procedure is presented in Fig. 5: 

 
float PREDICT(prior VA values) 
 {    
    CALCULATE auto regression coefficients ai ; 
           // an estimation using QRD-RLS method 

     CALCULATE predicted value ˆ ( )AV t ; 
       // compute sensor predicted value as a result of (2)  

    RETURN ˆ ( )AV t ;   

} 

Figure 5.  Autoregressive prediction pseudocode 

B. Decisional module   
One of the goals of this methodology is to identify 

which network node has less energy than needed to stay 
“alive” in the network.  To do this, a decisional module 
which decides if the current AV (t) or estimated battery 
voltage ˆ ( 1)AV t + is lower than a thresholdε  has been 
implemented.  

In this case, using a defined TinyOS message and a 
messaging interface, base station will announce the 
network coordinator that the investigated node together 
with its children needs to be destroyed.   

Another approach is also available here. We could only 
destruct the investigated node and then try to perform 
network self-organization. This way its children nodes 
will be reached using other routes. However self-
organization is an energy consuming task and in some 
circumstances it must be avoided. 
 
typedef nx_struct ExternalActivationMsg  
   { 
     nx_uint16_t destNodeid; 
     nx_uint16_t type; 
   }  
     ExternalActivationMsg; 

Figure 6.  Activation message 

C. Self-destructing procedure 
For this step to be efficiently performed, a dedicated 

software procedure has to be placed at a specified location 
in each node memory. This code sequence is executed 
when hosting node receives the self-destruction activation 
message from network coordinator (it is basically a 
forwarding process).  

The self-destruction procedure consists into several 
actions: 

 

• Erase node RAM memory that contains 
susceptible network information, driven 
software and cryptographic keys and also 
other additional memories (e.g. flash 
memory, if present); 

• Drain node battery in different ways like R/T 
radio flood or node logical unit infinite cycle; 

• Destroy node radio device;  
• Delete node unique identifier from the lists of 

each of the neighbor nodes, including base 
station; This way an already captured node 
won’t gain authentication rights if an attacker 
tries to reintroduce it in the network (the auto-
organization property is disabled);   

• Mask node measurement nature by hiding the 
type of the sensor that has been used, of 
course if node has sensing profile (each node 
has one or more sensors and knows in a 
logical way which of them is used for 
measurements). 

The pseudocode for this step is presented below: 
 

START thread 
{  
  CONSUME battery energy  
                    //broadcast specific messages; 
  START thread 
  {   
     ERASE node memory;  
                    //erase RAM and flash memory 
     DISABLE auto-organization property;  
                    //delete node identifier from all neighbor’s lists  
     DESTROY node radio device; 
     MASK node measurement nature;   
                    //for hiding the type of the sensor 
   }  
} 

Figure 7.  Node self-destruction pseudocode 

In the case that we chose to destroy the node together 
with its children nodes, first we will apply the mentioned 
self-destruction procedure to all children, and only after 
that, a self-destruction procedure will be utilized on the 
investigated node. 

IV. CASE STUDY 
For validating our methodology, we implemented an 

experimental network composed four Crossbow MicaZ 
nodes and a base station (PC/laptop) and has the structure 
presented in Fig. 8. Every MicaZ node is equipped with 
one ATmega128L microcontroller, one CC2420 radio 
device model and three storage units: one program flash 
(not writeable), one measurement flash and one 
configuration flash [12].  

Also, every node uses 2 AA Panasonic batteries with a 
nominal voltage of 1.5 V, each. In order to communicate 
with the base station, network PAN is assisted by a 
Crossbow MIB520 gateway. All network nodes are 
running the TinyOS operating system and possess sensing 
capabilities. The nesC language assures TinyOS 
programming support [13][14]. 
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Figure 8.  The Crossbow MicaZ network 

In our implementation we assumed the threshold 
2000mVε =  and the timestep 900=τ seconds. The 

battery discharging evolution obtained for RFD#2 is 
presented in Fig. 9. In the self-destruction phase (second 
section in Fig. 9), the battery consumption is done with a 
higher rate using special configured messages (Fig.10). 
The reason is that in the self-destruction procedure the 
node will send useless messages, with large payload data, 
for rapidly discharging the remaining battery. 

 

 
Figure 9.  Battery discharging time evolution 

typedef nx_struct LargePayloadMsg  
 { 
  nx_uint16_t nodeid; 
  nx_uint16_t data[(TOSH_DATA_LENGTH)];  
 } 
 LargePayloadMsg; 

Figure 10.  Large payload message for battery energy exhaustion 

The monitoring system measures and predicts battery 
discharging behavior, until )(ˆ tVA becomes lower thanε . 
At that moment (approximately after 5 hours of active 
functioning), the base station sends the self-destruction 
activation message. The message is forwarded by network 
coordinator to the specified node, which is starting its own 
self-destruction procedure. 

V. CONCLUSIONS 
This paper introduces the concept of energy-driven 

node self-destruction in the cluster-based wireless sensor 

networks to countermeasure possible threats developed 
after the operational phase of WSN lifecycle is ended. 
Based on an efficient power monitoring scheme that 
discovers the low battery nodes, a self-destruction 
procedure for that nodes is started. 
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